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Cloud computing 
A model for enabling ubiquitous, on-demand network access to a shared pool 

of configurable computing resources that  
can be rapidly provisioned and released with minimal management effort or 

service provider interaction. 

Characteristics: 
ÅOn-Demand Self Service 
ÅRapid Elasticity 
ÅBroad Network Access 
ÅResource Pooling 
ÅMeasured Service 

Source: http://www.csrc.nist.gov/groups/SNS/cloud-computing/index.html 

http://www.csrc.nist.gov/groups/SNS/cloud-computing/index.html


IaaS model 
Orchestrate creation of virtual computational environments in clouds 

using cloud API (create/connect instances and storage, install and 
configure software) 

Dedicated cluster 
builders: 
Å Proprietary build 

scripts 
Å StarCluster 
Å Cloud Man  
Generic orchestration 
engines: 
Å Juju (e.g Hadoop) 



Star Cluster 
An open source cluster-computing toolkit designed to simplify the 
process of building, configuring, and managing clusters of virtual 

ƳŀŎƘƛƴŜǎ ƻƴ !ƳŀȊƻƴΩǎ 9/н ŎƭƻǳŘ 

Plugins for: 
ÅOracle Grid Engine 
ÅSun Grid Engine 
ÅCondor 
ÅHadoop 
ÅMPI 
Others: 
ÅESB volumes 
ÅAuto scaling 
ÅSpot instances 



Juju 
Service orchestration tool from Ubuntu to configure, manage, 

maintain, deploy and scale services efficiently with best-practice 
Charms on any public, private or hybrid cloud. 

Charms for: 
Å Hadoop 
Å NFS, GlusterFS, Ceph 
Å MongoDB 
Clouds: 
Å EC2, OpenStack, 

Azure, HP 
Other: 
ÅExtensible 
ÅCommand line and 

GUI 



PaaS model 
Develop and deploy custom applications on a platform backed by an 

on-demand, elastic virtual infrastructure.  

Application platform 
Å Amazon E-MR  
Å Project Savannah– 

EMR for Open Stack 
Å VGL (Geophysics 

Virtual Lab) 
Adaptive clusters 
Å xCAT and TORQUE 
Å HT-Condor 

flocking/gliding to 
clouds 



Amazon EMR 
An AWS Cloud service that enables developers, researchers, analysts, 

and data scientists to easily process vast amounts of data 

Å On-demand big data 
crunching 

Å Deploy and run 
hadoop, pig, … apps 



Adaptive Cluster 
Nodes are dynamically provisioned with the execution environment 

the jobs require by combining the xCAT cloud-management tool with 
the TORQUE workload and resource-management system, and a 

provisioning agent  

Å Familiar job 
submission interface 

Å Multiple OS/platform 
images 

Å On demand 
computational 
environments 

Å Hybrid clusters 
 

Source: http://www.ibm.com/developerworks/library/os-xcat-torque/ 

http://www.csrc.nist.gov/groups/SNS/cloud-computing/index.html


SaaS model 
End user applications deployed on the cloud infrastructure usually 

based on the computational services from lower layers. 

Web based: 
Å Galaxy with Cloudman 
Å NeCTAR image 

processing toolkit 
Å Virtual Laboratories 
(Genomics VL, …) 

Desktop based: 
Å Characterisation VL 



Nectar Image Processing & 
Analysis Toolkit  

Celluar Imaging 
Å Find nucleai, cells, … 
Å Astrocyte analysis 
Medial Imaging 
Å Registration, 
segmentation, … 

Å Study of brain atrophy 
patterns 

CT reconstruction 
Å Preprocessing, … 
Å Synchrotron imaging 

Provides access to existing biomedical image processing and analysis 
ǘƻƻƭǎ Ǿƛŀ ǊŜƳƻǘŜ ǳǎŜǊπƛƴǘŜǊŦŀŎŜ ǳǎƛƴƎ ǘƘŜ NeCTAR cloud 



Enablement 



Understand limits 



New challenges 



Thank you. 


