Distributed Scientific Computing
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Cloud computing

A model for enabling ubiguitousn-demandnetwork access to a shargaol
of configurable computing resourctsat
can be rapidly provisioned and released with minimal management effort or
service provider interaction.

Characteristics:

A OnDemand Self Service
s A Rapid Elasticity

A Broad Network Access
_ A Resource Pooling
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Value Visibility to End Users

Source: http://www.csrc.nist.gov/groups/SNS/cloud-computing/index.html
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laaSmodel

Orchestrate creation of virtual computational environments in clouds
using cloud API (create/connect instances and storage, install and
configure software)

Dedicated cluster
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Star Cluster

An open source clust@omputing toolkit designed to simplify the
process of building, configuring, and managing clusters of virtual
Y OKA Y Sa

$aarclister Star mylustir
dstarcluster gshmastar myclugtar

starciuster start mychuster
Gstarcuster sshmastar mycluster
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Plugins for:

A Oracle Grid Engine
A Sun Grid Engine

A Condor

A Hadoop

A MPI

Others:

A ESB volumes

A Auto scaling

A Spot instances
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Juju

Serviceorchestration tool from Ubuntto configure manage,
maintain, deploy andcale servicesfficiently with besfractice
Charms on any public, private or hyhbridud.

Charms for:
— A Hadoop
£ A NFSGlusterFSCeph
—\ @ — A MongoDB
— Q / Clouds:

Azure,HP

Other:

A Extensible

A Command line and
GUI

\ j! o A EC20penStack
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PaaSnodel

Develop and deploy custom applications on a platform backed by an
on-demand, elastic virtual infrastructure.

Application platform

A Amazon EMR

A ProjectSavannah
EMR forOpen Stack

A VGL (Geophysics
Virtual Lab)

Adaptive clusters

A XxCATand TORQUE

A HTCondor
flocking/glidingto
clouds




Amazon EMR paas @ .......
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An AWS Cloud service that enables developers, researchers, analysts,
and data scientists to easily process vast amounts of data
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Shark and Hive run ]

on topofSpark, - A Ondemand big data

which replaces Hadoop. Cru nCh | ng

All are installed on EC2

the%iit;rit:deoofthe instance A Dep|0y and run

Amazon EMR cluster. :
Shark hadoop pl g, .
A

Hive

Input data A - -
Spark  Hadoop

Output results Instance
EC2 Instance (mastes node)

Amazon Simple
Storage Service

[53} Instance

\ Amazon EMR Cluster /




Adaptive Cluster % %=

Nodes are dynamicalfyrovisioned with the execution environment
the jobs require by combining tk€ATcloudmanagement tool with
the TORQUE workload and resodmanagement system, and a
provisioning agent

[ Provisioning agent } A Famlllar JOb
submission interface
A Multiple OS/platform

[ TORQUE client } [ XCAT client ] A g‘nag ern an d

: computational
{ TORQUE workload manager } { xCAT server } e nVI ro n m e ntS

A Hybrid clusters

[ xCAT cluster nodes J

Source: http://www.ibm.com/developerworks/library/os-xcat-torque/
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SSaSmodel

End user applications deployed on the cloud infrastructure usually
based on the computational services from lower layers.

Web based:

A Galaxywith Cloudman

A NeCTARmage
processing toolkit

A Virtual Laboratories
(Genomics VL,

Desktop based:

A CharacterisatiofvL




Nectar Image Processing ¢ o =™
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Analysis Toolkit L
Provides access to existing biomedical image processing and analysis
G22ta OAlF NBY2(0S NEGATARIGud v 0 S NF | C

Celluarimaging

A Findnucleaj cel | s,
A Astrocyte analysis
Medial Imaging

A Registration,
segmentati on,

A Study of brain atrophy
patterns

CT reconstruction

A Preprocessing,

A Synchrotron imaging




Enablement




Understand limits




New challenges




Thank you.



